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Facebook provides a digital advertising feature called Facebook 
Ads. Facebook Ads was developed in 2013 and started operating in 
2014, but the advertising system at that time was only limited to 
advertisers. Facebook at that time had not opened up to mobile 
application developers or website publishers. Until finally Facebook 
Ads can be used or accessed by anyone. Facebook Ads are very 
popular with business people, complete features and clear 
information make it easier for business people to market their 
products.  From the Facebook Ads process, Facebook user data can 
be retrieved starting from the number of ads that appear, the ads 
clicked, age range, and gender, to the amount of money spent on 
these advertising products/services. In this study, Facebook Ads data 
clustering was carried out to be analyzed. The final visualization 
results describe the level of clustering according to the attributes 
used in the study.  
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I. INTRODUCTION  
 Facebook is one of the largest social media platforms. 
Over time, Facebook began to spread to various campuses and 
has become what we know today. Facebook provides a digital 
advertising feature called Facebook Ads. Facebook Ads was 
developed in 2013 and started operating in 2014, but advertisers 
can only place ads in their circle of people. At that time, 
Facebook Ads had not yet developed an advertising system with 
mobile application developers and website publishers. Until 
finally Facebook Ads can be used or accessed by anyone. 
 
 Facebook Ads are very popular with business people, 
complete features and clear information make it easier for 
business people to market their products. [1] For example, if 
someone advertises a shoe product, Facebook Ads will filter 
only users who like or have an interest in shoes. The Facebook 
Ads party displays ads that are installed according to Facebook 
users. After that, Facebook users who have an interest in the 

shoe product ad displayed on their page will click on the ad. 
Later the Facebook user will be forwarded to the e-Commerce 
page or website according to the ads that appear. When a 
Facebook user clicks on an ad area, each click is calculated as 
advertising costs that must be paid by the advertiser. 
 
 From the Facebook Ads process, Facebook user data 
can be retrieved starting from the number of ads that appear, the 
ads clicked, age range, and gender, to the amount of money 
spent on these advertising products/services. Looking at the 
data, it can be grouped based on the similarity of their 
characteristics. One of the cluster methods is the K-Means 
Algorithm. [2] This algorithm works by dividing the data into 
several clusters to analyze the similarities and dissimilarity 
factors attached to the data set. Then explored the pattern of 
connectivity between the data. 
 
 This study discusses the use of the K-Means algorithm 
to group Facebook Ads based on similar characteristics of the 
size of three indicators, such Impression (number of ads 
served), Clicks (number of clicks for the ad), Spent (amount 
paid by advertisers to Facebook Ads to display these ads). 
Facebook Ads data. 

II. RESEARCH METHODS 
 This study uses several stages, starting from searching 
for datasets, applying the concept of preprocessing data before 
the data is clustered, then clustering several k-clusters, 
comparing data from clusters of data patterns using the K-
Means method and the Elbow method, Performing cluster 
analysis resulting from this research [3]. 
 
A. Searching the Dataset 
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 At this stage, the data to be taken is customer data from 
Facebook users through Facebook Ads. The data used in this 
study is crammed with 1135 lines. The columns in this table 
contain ad_id, xyzcampaignid, fbcampaignid, age, gender, 
interest, impressions, Clicks, Spent, Total conversion, 
Approved conversion. 
 
B. K-Means Clustering Algorithm and Elbow Method 
 The k-means algorithm is an algorithm that partitions 
data into clusters so that data with similarities are in the same 
cluster and data with dissimilarities are in other clusters [4]. In 
the K-Means algorithm, each data must belong to a certain 
cluster at one stage of the process, at the next stage of the 
process it can move to another cluster [5]. 
 
 In addition to using the K-Means algorithm, the Elbow 
method is also used in clustering in this study. This method 
displays the results of the range of the specified number of 
clusters and displays the average silhouette value of each 
number of clusters. 
 
C. Melakukan Analisis Tiap Klaster 
Alur penelitian yang dilakukan pada tahap ini adalah 
melakukan analisa terhadap hasil pengolahan data dan laporan 
yang dihasilkan, melakukan perhitungan validitas cluster 
dengan membandingkan data hasil cluster lainnya serta 
mengetahui nilai validitas cluster [3]. 

III. RESULTS AND DISCUSSION 
A. Preparation 

 
 

Fig 1. Prepare data and input library 

Import libraries for data analysis and data visualization. 
Then load the dataset according to the saved file, display data 
from the dataset, and and display the number of data and 
columns. It can be seen that the amount of data is 1143 and has 
11 columns. 

Explanation of the function of each column is as follows: 

● Add_id : Unique ID for each ad 

● Xyz_campaign_id : ID associated with each XYZ 
company ad campaign. 

● Fb_campaign_id : ID associated with how Facebook 
tracks each campaign. 

● Age: the age of the person receiving the advertisement. 

● Gender: the gender of the person you want to add 

● Interest : a code that defines the category that the person 
is interested in (interests as stated in the person's 
Facebook public profile). 

● Impressions: the number of times the ad was shown. 

● Clicks: the number of clicks for the ad. 

● Spent : The amount paid by company xyz to Facebook, 
to display that ad. 

● Total_Conversion : The total number of people who 
asked about the product after viewing the ad. 

● Approved_conversion : Total number of people who 
bought the product after viewing the ad 

 Use the Times New Roman typeface in all manuscripts, 
with the font size as shown in this writing guide. The spacing is 
single and the contents of the text or manuscript use the left-
right alignment (justified). 

B. Exploration and display of data 

 
Fig 2. Change the font of column headings to capitals 

 
Fig 3. Check the dataset if there is a null value 

It can be seen that all data does not have a nutt value and 
the data type can be known through the script. 
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Fig 4. Storing data into a new variable 

 
Fig 5. Grouping columns to do cluster 

Next is to group the columns to be clustered. The column 
fulfills the clustering because it has similarities and is of type 
integer. The columns that have been grouped according to 
FB_Campaign_ID are then searched for the average value with 
the mean() function. 

C. Preprocessing 

 
Fig 6. Data Preprocessing  

 At this stage, data normalization is carried out so that the 
data used does not have large deviations by using the 
StandardScaler() function. 

D. Determine the most optimal number of K

 

 
Fig 7. Determining the value of K using the Kmeans . method 

 By using a range of k 2 to 6, it can be seen in the graph 
above, that the decrease in the value of inertia at k2 is the largest 
of the others, after that at k3 there is a relatively constant 
decrease with the next decrease in k. Then it can be concluded 
that the optimal number of k is 3. 

E. Cluster Validation 

 
Fig 8. Validate the number of clusters 

After using the K-mean method, the Elbow method was used to 
validate the number of clusters. It can be seen from the results 
of the silhouette average value of each number of clusters that 
has the largest value is k=2, but the gap between k=2 and the 
other k values is quite large compared to the others. So it can be 
concluded that the value of k is 3 because the gap in the next 
value is relatively small. 

F. Cluster result visualization 

 
Fig 9. Cluster result table 

The resulting table contains cluster columns that correspond to 
values 1 to 3. After that, it displays the visualization. 
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Fig 10. Cluster visualization based on impressions and clicks 

 The image above shows a cluster visualization based on 
clicks and impressions. There is a diagonal straight line pattern 
that is generated, indicating that the value of clicks is directly 
proportional to the value of impressions. It can be seen that the 
blue dot dominates at the smallest value, followed by the red 
dot and then the green dot. This means that users have a low 
level of interest in Facebook Ads that appear as evidenced by 
the number of users who are reluctant to click on Facebook Ads 
ads. 

 
Fig 11. Cluster visualization is based on impressions and spent 

 The image above shows a cluster visualization based on 
spent and impressions. There is a straight diagonal line pattern 
that is generated, indicating that the value spent is directly 
proportional to the value of impressions. It can be seen that the 
blue dot dominates at the smallest value, followed by the red 
dot and then the green dot. This means that the xyz company 
still spends a lot of money with small amounts for Facebook 
Ads because their ads are displayed in small quantities. 

 
Fig 12. Cluster visualization based on clicks and spent 

 The image above shows a cluster visualization based on 
spent and clicks. There is a neat diagonal straight line pattern 

that is generated, indicating that the value spent is directly 
proportional to the value of clicks. It can be seen that the blue 
dot dominates at the smallest value, followed by the red dot and 
then the green dot. This means that the xyz company still spends 
a lot of money with a small amount for Facebook Ads because 
their ads that appear/appear are slightly clicked by users. 

IV. CONCLUSION AND SUGGESTION 
 In this study, three clusters were found based on the 
attributes clicks,spent and impressions. From the results of the 
resulting visualization, the blue dot dominates in the lower-left 
corner, indicating that the ads on Facebook Ads are still 
underappreciated by most users. The reasons are various, from 
the forms of advertisements offered are less attractive and the 
Facebook Ads algorithm is still lacking to support the 
advertisements displayed so that more users can see and access 
them. Suggestions for future research are to cluster with 
different datasets and produce new conclusions later. 
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